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We show that state of the art results are highly overestimated due to experimental issues in the models:

Including the testing set during training phase

Oversampling the data before splitting

User-biased datasets
State-of-the-art replication
User distribution
Generalization
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This looks great! But there is a problem.
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Let’s create the model only with the training set.
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The result is overestimated due to the inclusion of the testing set during the training phase.
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This also looks great! But there is another problem.
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The result is overestimated due to the fact that the oversampling phase occurs before splitting the data.
However, there is another issue to take into account.
State-of-the-art replication
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% Tweets from the most prolific user per class

<table>
<thead>
<tr>
<th>Class</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sexism</td>
<td>96%</td>
</tr>
<tr>
<td>Racism</td>
<td>44%</td>
</tr>
<tr>
<td>Non-Hate</td>
<td>25%</td>
</tr>
</tbody>
</table>
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What happens if we have a dataset with a better user distribution?
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User distribution on datasets has an impact on the classification results.
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Better user-distributed datasets lead to better generalization.
Conclusions
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We show that state of the art results are highly overestimated due to experimental issues in the models:

- Including the testing set during training phase
- Oversampling the data before splitting
- User-biased datasets
Hate Speech Detection is Not as Easy as You May Think:
A Closer Look at Model Validation

Aymé Arango, Jorge Pérez and Bárbara Poblete